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PARoute2: Enhanced Analog Routing via
Performance-Drive Guidance Generation

Peng Xu™, Jindong Tu, Guojin Chen™, Keren Zhu

Abstract—Analog routing is crucial for performance
optimization in analog circuit design, but conventionally takes
significant development time and requires design expertise.
Recent research has attempted to use machine learning (ML)
to generate guidance to preserve circuit performance after
analog routing. These methods face challenges such as expensive
data acquisition and biased guidance. This article presents
AnalogFold, a new paradigm of analog routing that leverages
ML to provide performance-oriented routing guidance. Our
approach learns performance-driven routing guidance and uses
it to help automatic routers for performance-driven routing
optimization. We propose to use a 3DGNN that incorporates
cost-aware distance to make accurate predictions on post-
layout performance. A pool-assisted potential relaxation process
derives the effective routing guidance. The experimental results
on multiple benchmarks under the TSMC 40 nm technology
node demonstrate the superiority of the proposed framework
compared to the cutting-edge works.

Index Terms—CADCAM, design automation, electronic design
automation and methodology.

I. INTRODUCTION

RESERVING good performance in analog circuit design
Prequires effective analog routing [1]. However, achieving
a satisfactory circuit routing solution is a time-consuming
and expertise-intensive task. Unlike digital circuits, analog
circuits are extremely vulnerable to layout parasitics and
coupling, making traditional analog routing heavily reliant on the
experience of seasoned experts. Despite ongoing endeavors to
automate analog circuit routing, its practical implementation in
design flows has been limited. This limitation can be attributed to
the challenges associated with capturing designers’ expertise and
accommodating the diverse array of layout-dependent effects [2].

Early analog routing methods employing expert-designed
experience can be classified int three primary categories:
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1) template-based [3], [4]; 2) simulation-based [5], [6]; and
3) heuristic constraint-based approaches [7], [8], [9], [10].
Template-based methods and simulation-based methods often
struggle to handle complex designs due to their lack of
flexibility and time-consuming nature. Heuristic constraint-
based methods employ carefully designed heuristic principles
to guide the routing decision process. The routing decisions are
made based on these heuristics to achieve a satisfactory solu-
tion. The symmetric net pair constraint is the most commonly
used heuristic in routing [7], [11], [12], [13], [14]. Ou et al. [7]
expanded upon this constraint by introducing different levels
of geometric matching constraints. Other approaches include
prohibiting routing over the active regions of transistors [8],
optimizing power routing [9], and reducing wire load [10].
However, when dealing with complex analog designs, these
simple heuristics often fall short in addressing the diverse
range of layout-dependent effects or incorporating the exper-
tise of design professionals.

Machine learning (ML) methods summarize the experience
from existing routing solutions, but suffering from scarcity
of manual data [15] and lack of explicit performance con-
sideration [16]. GeniusRoute [15] is a novel analog routing
paradigm that has used generative neural networks to provide
routing guidance. By employing automatic routing guidance,
it mimics manual routing patterns and hence incorporates
design experience into an automated engine, resulting in
enhanced routing performance. However, the human imitation
methodology has several issues. The training process relies
on manual labeling data and limits the model’s capability.
Moreover, the existing methods do not explicitly consider
performance optimization and lead to biased routing guid-
ance. This hurts the generality of the routing guidance
and creates a gap between the guidance and analog circuit
performance.

To address these challenges, we introduce a performance-
driven analog routing method that learns routing guidance
from an automated routing engine. One of the most chal-
lenging aspects lies in the performance modeling of routing
guidance. In comparison to placement benefits from existing
performance models [17], analog routing guidance generation
faces challenges related to discreteness, sparsity, and rela-
tively low resolution in 3-D space. Considering the influence
of parasitic parameters, even minor distorted predictions in
guidance can result in substantial performance discrepan-
cies. Inspired by recent advancements in protein structure
prediction [18], [19], we propose the PARoute framework,
which utilizes a gradient descent-based routing guidance
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Fig. 1.
(c) Overall flow of our performance-driven analog routing method.

relaxation method to optimize routing guidance for individ-
ual nets instead of generating a complete routing guidance
map. However, this leads to substantial GPU memory usage
and considerable overhead in inference time. We propose a
performance-driven routing guidance generation method that
enables us to efficiently execute routing guidance generation
tasks using a few GPU resources while achieving faster
speeds. The main contributions of this article are listed as
follows.

1) We introduce a performance-driven analog routing
approach, which learns from the automatically generated
routing patterns using their performance metrics.

2) A nonuniform routing guidance is proposed to effec-
tively address sparsity issues by assigning routing
guidance to different nets.

3) We proposed a customized PARoute framework to
enable accurate modeling of the performance potential
of routing guidance. PARoute contains a heterogeneous
routing graph, a protein-inspired 3DGNN network, and
a pool-aided potential relaxation process.

4) We further propose using a 3DGRU network-based
routing guidance generation process and incorporating
a customized routing order to determine the generation
sequence. Additionally, we have integrated the selection
process in the generated results with the performance
prediction model.

5) The experimental results under the TSMC 40nm tech-
nology node demonstrate a significant improvement of
the proposed framework compared to the cutting-edge
works, with up to 3671.00 'V, 30.33 dB, 169.2 MHz,
38.141 dB, and 2028 wViys improvement in Offset
Voltage (OV), Common-ode Rejection Ratio (CMRR),
BandWidth, DC Gain, and noise metrics.

II. PRELIMINARY AND MOTIVATION
A. Analog Routing Problem Formulation

Analog routing mainly involves placed modules, nets, self-
symmetry nets, symmetry net pairs, and design rules. The
objective is to route all the nets and optimize post-layout
performance. They are defined as follows.

Definition 1 (Placed Modules): Let M = {m;|1 <i < |M|}
be the collection of placed devices with a layout.

Definition 2 (Nets): A net N is defined as a collection of
pins that require interconnection. Let N = {n;|1 < i < |N [}
be the set of Nets.

Definition 3 (Pin Access Point): Pin access points refer to
the intersections between pin geometry and routing grids. Each
pin has at least one access point.
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(a) Two examples of nonuniform routing guidance. (b) 3-D visualization of the nonuniform routing guidance, with each point as a pin access.

Definition 4 (Self-Symmetry Nets): A self-symmetry net is
characterized by its symmetry about a specific axis or point.
Let NSS = {niSS | 1 <i<|NS|} be the set of self-symmetry
nets.

Definition 5 (Symmetry Net Pairs): A symmetry net pair
consists of two nets N1 and N, that exhibit symmetry concern-
ing a defined axis or point. We define the group of symmetry
net pairs as N3F = {nl-SP | 1 <i<|NSP|).

To achieve good manufacturability, analog routing needs to
follow the design rules. Design rules are represented as a set of
constraints that must be adhered to during the routing process.
These rules encompass various requirements such as spacing,
width, and layer constraints.

For efficiency and flexibility, state-of-the-art analog detailed
routers route on tracks without preferred direction of each
metal layer [15], [20]. These routing tracks form a 3-D grid
graph G = (V, E), where V represents grid points (intersection
points of the tracks) and E denotes edges. An edge e =
(u,v) € E indicates the connection from vertex u to v. Edges
between neighboring vertices can be horizontal or vertical
wire segments for intralayer connections or vias for interlayer
connections.

Definition 6 (3-D Routing Grid): The variable x denotes
the horizontal coordinate within the 3-D routing grid, y
represents the vertical coordinate, and z corresponds to the
metal layer of the grid.

The z dimension indicates the different metal layers used
in the designs. Foundries provide different metal options
for each technology node determined by factors, such as
material composition, width, spacing, thickness, and other
specifications.

In this work, we attempt to use ML models to generate
effective guidance for analog routing. According to the defini-
tions, we define the guided analog routing problem as follows.

Problem 1 (Guided Analog Routing): Guided analog rout-
ing takes placement M, nets N, a set of self-symmetry nets
NS5 a group of symmetry net pairs N5, design rules, and a
set of generated nonuniform routing guidance C = {C;|1 <
i < |N]|}, as input, and routes all the nets while honoring
symmetric constraints and routing guidance with optimal post-
layout performance.

B. Theoretical Analysis Between Layout and Performance

The layout’s influence on circuit performance is pre-
dominantly due to interconnect parasitic effects and device
mismatches [21]. The early work on analog layout attempted
to employ sensitivity analysis to directly measure these
layout-induced effects on interconnect and mismatches parasitic
effects [22], [23].
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Fig. 2. Modeling of interconnect parasitic. (a) Differential pair without
parasitic. (b) Differential pair with parasitic capacitor and resistors.

For the interconnect parasitic effect, the interconnect par-
asitics are modeled as a star circuit with resistors and a
capacitor, as shown in Fig. 2. Both sheet capacitance and sheet
resistance correlate with the primary routing layer z,, at each
access point. The wire segment resistances Ry, ;(xqp, yap,zap)
are expressed in terms of layout parameters:Ry, i (Xap, Y Zap) =
[osquare WLiwire (Xap, Yap> Zap) /1 WLire,k (Xap, Yaps Zap)], where
Psquare 18 the sheet resistance and WLy « is the wire length of
the kth wire segment. The total parasitic capacitance could be
represented by functions of the pin access points coordinates
Cp,iXap, Yap- Zap). We then calculate the performance degrada-
tion AP; ;e as

m

APt,net(xapvyap’ Zap) = Z (Sjcpykcp,k(xapvyapv Zap)
k=1

ng )
+ Z S]RkaiRp,ki (xap, Yap» zap)> (1)
i=1

where m is the number of nodes minus the ground node and ny
is the number of terminals of net k. S’CP .= [(AP;)/(8Cpx)] and

S;ep v = [(AP;)/(BRy k)] are the sensitivities of performance
metric P; to small changes in the parasitic capacitance Cp, x and
the parasitic resistances R, k.

For device mismatch, the mismatch of MOS transistors can
be estimated using variances for threshold voltage (V7o) and
transconductance parameter () as in [22]. Using sensitivity
information, the performance degradation concerning the device
mismatch effect can be estimated

m

APy modte = Y [Shvpy, - 30 (Vi) + Sy, 30B)] @)
i=1

where Sy, = [(6P)/(8AVro,)land Sy, = [(5P)/ (BABY)]
are the sensitivities of performance metric P; to small changes
in Vro and B. The equations for these variances are derived
with constants and variables reflecting process and layout
specifics, as: o2(Vro) = (A%,TO/Area) + S%,TOD(xm,ym)2 and
o2(B) = (A% /Area) + sgb(xm, ¥n)*. (Xm,,,) is coordinates
of the modules of targeted analog circuit, D(-, -) is the distances
between them.

Finally, the relationship between performance degradation
and the layout can be simplified as the sum of the effects brought
by the device mismatches and the interconnect parasitic effects

AP; = APt,net(xapv yapvzap) + AP),‘,mudule(xma ym)~ 3)
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However, the linear approximation model constrains its effec-
tiveness in addressing the nonlinear behavior of analog circuits.
Additionally, determining these sensitivities is extremely time-
consuming, which further limits scalability. Thus, We designed
a customized graph neural network to predict the post-layout
performance instead in Section IV-B, honoring the input features
of the early performance approximation model.

C. Advanced Protein Structure Prediction

In recent years, deep-learning-based approaches have shown
great promise in predicting protein structures [18], [19]. These
approaches have been used to predict various aspects of protein
structure, including contact maps, real-valued distances, and
quality assessment. A key issue is correctly predicting the 3-D
shapes of some molecules from well-studied protein families.
Different types of relative 3-D information can be derived
from 3-D molecular graphs, and they can be important in
molecular learning, such as bond lengths, and angles between
bonds [24], [25]. Inspired by recent ML advancements in
protein structure prediction [18], [19], [25], [26], we have
noticed that routing guidance generation and protein structure
prediction both face challenges related to discreteness, sparsity,
and relatively low resolution in 3-D space. We proposed the
3DGNN and 3DGRU networks, that are customized for the
modeling of analog routing.

III. PERFORMANCE-DRIVEN ANALOG ROUTE

The existing analog routing algorithms only consider sum-
marizing human experience and fail to guarantee performance
improvement. To tackle the performance-driven analog routing
problem, PARoute divides it into two subproblems: 1) nonuni-
form routing guidance generation and 2) guided analog
detailed routing.

A. Nonuniform Routing Guidance Generation

GeniusRoute uses a uniform 2-D routing guidance map,
which has significant challenges. The model’s performance
may be largely compromised when handling designs of vary-
ing sizes or aspect ratios. More importantly, uniform 2-D
guidance fails to handle the sparsity issue of analog layout
that might assign two closed pins to the same pixel, hindering
the modeling of resource competition among different pins.

To address these issues, we propose a nonuniform adaptive
cost guidance that assigns each pin a different cost guidance,
as shown in Fig. 1(a). Essentially, the routing guidance is a
cost guidance field that indicates the priority of a given net
being routed. In this case, the routing guidance for py in the x
direction is smaller than that for p;. Therefore, it encourages py
to route the wires horizontally. The resulting priority regions
predicted by the performance model are shown in Fig. 1(b).
This approach effectively addresses sparsity issues in the
route layout by cost guidance to different nets and inherently
supports a 3-D cost map.

B. Symmetry Constraint Allocation and Employment

Our analog routing engine employs an automated symmetric
constraint extraction method proposed in [20], to identify and
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Fig. 3.
routing guidance. (b) Optimize routing guidance via potential relaxation.

assign suitable symmetry constraints to matched nets based on
the geometric locations of their pins.

Once the placement layout and routing netlist are acquired,
we perform a symmetry constraint allocation procedure to
determine the appropriate constraints for matched nets using a
symmetry-weighted graph. This process begins by construct-
ing an undirected graph Gsym = (Vsym, Esym), where Viym
represents a set of vertices of nets, and Egym represents a set
of weighted edges. For each net n; in the circuit netlist, two
separate vertices, v and v/, are added to Vsym. The symmetry
weight of each edge is then computed based on the estimated
degree of symmetry or self-symmetry of the nets.!

We first compute the estimated degree of self-symmetry
sym; and the correlated symmetry axis A; for each net n;

sym; = fi(h), A = argmax f(%)
1<k,k' <|P;]
a; k (X)
filx) = Zk—’ 4)
|P;

where a;i(x) is a function with output 1 if p;; has a
corresponding symmetric pin in the set of pins P; in n; with
respect to x, and O otherwise.

An edge (v, v}, sym;) is added to Egm if sym; > O.
Otherwise, we compute the estimated degree of symmetry
sym,; ; and the correlated symmetry axis A;; as follows:

Xik + Xjp
sym, ; =fl-,j()»i,j), Aij = argmax ﬁj(T)
1<k,k'<|Pj|

max(Zk aji.’k(x), v a]’:yk/ (x))
max(lPil, Pj’)

Similarly, we add an edge (vi, vj, 2sym, ;) t0 Esym if sym;; >
0. After constructing the graph, we apply Edmonds’ Blossom
algorithm [27] to find the maximum-weight matching. Then,
we translate the matching result to specify the symmetry
constraints for nets.

As for the symmetry employment, we utilize an extended
mirroring technique to route symmetric nets by combining
obstacles on both sides of the symmetry axis [28]. The A*
search algorithm is used for obstacle-aware pathfinding for
unrouted pin clusters. Once a route is found, it is mirrored to

Jijx) =

&)

For simplicity, we focus on the computation of horizontal symmetry in
this description, noting that vertical symmetry can be achieved using the same
approach.

(a) Overview of our PARoute, which trains a 3DGNN to model the potential function of routing guidance and uses relaxation to derive the optimized

produce a symmetric solution. For partial-symmetric nets, an
additional pathfinding step connects the remaining pins and
clusters.

C. Guided Analog Routing

As shown in Fig. 1(c), PARoute leverages the routing guid-
ance C generated by ML models to make routing decisions.
Our analog routing flow mainly consists of two steps.

1) Detailed routing routes all nets via constraint-aware
iterative routing as in [20], honoring design rules,
symmetric constraints, and input nonuniform routing
guidance. During each iteration, routing guidance C are
honored via penalties in the cost function along different
directions for different pin access points.

2) In post-processing, the routing solution will be refined
for the remaining design rule violations [15].

IV. PERFORMANCE-DRIVEN ROUTING GUIDANCE
GENERATION

In this section, we first establish the framework and
definition of the problem for generating performance-driven
routing guidance. Subsequently, we used a 3DGNN as the
classifier to predict the potential of routing guidance and a
3DGRU (graph recurrent neural network) as the generator
network to produce diverse routing guidances, respectively.
Finally, we elaborated on how to jointly satisfy the diver-
sity requirements and maximize the given Figure of Merit
(FoM) of routing guidance through a carefully designed Loss
function.

Fig. 3(a) and (b) shows the overall flow of our paroute
algorithms. Fig. 4 shows the overall flow of our routing guid-
ance generation framework. Our Analog framework differs
from traditional analog methods that rely on summarizing and
learning from human analog routing solutions. Instead, we use
a graph generation model to produce diverse routing guidance
and explicitly construct a performance prediction model to
select the routing guidance.

A. Overview

PARoute2 employs a generator to create diverse routing
guidances, complemented by a discriminator that predicts
simulation outcomes to refine the routing guidance gener-
ation process according to specified criteria. Our approach
begins by selecting high-quality routing guidance samples
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Step2: Post-layout Performance Estimation

; 0
A
Fsb e

logp (1. X) = oz [ p (4101.00) p6IN )8

! Potential i
Initial Guidance =~ Heterogeneous E V(C) i
C Graph ! M '

E Heterogeneous i Step2: Performance Estimation

1 Graph | Lan(©) = wron - foo (G ©)
3DGRU ! . i
) ?Gcncratcd Guidance i
Fig. 4. Overview of our PARoute2 framework. First, the routing guidance generation model is trained to maximize the KL divergence. Second, the post-layout

prediction model is utilized to select the routing guidance with high potential, and optimize the generator as well.

through nondominated sorting of simulation results from
various routing outcomes, which are then used to construct
the training dataset. Following this, we utilize a 3DGRU-based
generator, customized with a Sequential Routing Order, to
generate the routing guidance. Finally, we train the 3DGRU-
based generator using a hybrid loss that integrates both
generative and discriminative objectives, while a 3DGNN-
based classifier guides the final routing guidance generation
process.

Problem Formulation: We propose a Bayesian-based model
for routing guidance generation. In our routing guidance
generation task, we model the parameter g of the routing
guidance generator as a distribution to enhance flexibility. An
effective routing guidance predictor should be generated based
on the input routing graph and the distribution of routing
guidance choices for edges. Following established practices in
Bayesian ML, we can express our learning objective as:

Lgen (€IS, N) =1log p(C|Su, N). (6)

The optimization of the performance-driven selection pro-
cess is based on the FoM results of the predicted performance.
Given a target specification, the discriminative model f,(-)
with parameters 6y, the performance-driven selection problem
can be formulated as

Lis(C) = wgoMm - fo (9H, ©) @)

where wpoMm represents the weight preferences for different
metrics corresponding to a given spec.

In this co-evolution problem, the routing guidance gener-
ation and performance-driven selection can be viewed as a
bi-level optimization challenge. The routing guidance gener-
ation model aims to produce diverse routing guidance that
may negatively impact post-layout performance. Conversely,
the routing guidance classifier’s goal is to identify the most
promising options from the generated routing guidance. In
other words, the routing guidance generation model seeks to
maximize the Kullback-Leibler divergence, while the routing
guidance classifier model aims to maximize the post-layout

Graph construction
-0,
00

© 7 4p : pin access nodes
O 7, : module nodes

&up: module-module edges

&pp: pin-pin edges

xg’mz module-pin edges

Fig. 5. Construction of heterogeneous graph for modeling analog routing.

FoM under the specified criteria
C* = argmaxLeis (05(C), C)
C

0, = argminLgen (0, C) ®)
(¢
where L5 is the loss function of performance predictor and
Lgen is the loss function of routing guidance generator.

B. Heterogeneous Graph for Analog Routing

Routing cost maps for global routing can be formulated
into graphs naturally since connections of pin access points
and modules form them. To model routing cost maps for
analog global routing problems, we propose a heteroge-
neous graph representation for improved accuracy, efficiency,
and complexity. We design a heterogeneous graph Gy =
<Vap, Vi, Epp, Epp, Eypr> to represent the interactions
between pin access points and modules, as shown in Fig. 5.

The vertex sets V4p and Vj; correspond to the pin access
points and modules, respectively. €pp is designed to reflect the
interplay between different pin access points. €y contains
the edges that connect the modules according to the netlist.
The edges €pys to model the relationship between the modules
and the pin access points.

Point-to-Point Connections: If two pin access points
VAP, VAP; € Vap are connected by a segment or wire, we
add an edge (vap;, vApj) to Epp. As shown in Fig. 5, these
edges indicate the physical connection relationships between
pin access points. According to (1), the input features of
pin access points are correlated with post-layout performance
in interconnect parasitic effects. The most critical features
correspond to the 3-D coordinate information of the access
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Fig. 6. We cast the routing guidance prediction into a link prediction task.

point itself, including its corresponding coordinates (xup, Yap)
and the primary routing layer z,, used. This coordinate
information, along with the pin index p; that the pin access
point belongs to, and the interconnection information between
pin access points, ultimately reflects the parasitic resistance
Rp; and parasitic capacitance C,. We use these features
to attempt to reflect the impact of layout on post-layout
performance with the interconnect parasitic effects.

Module-to-Module Connections: Each vertex in Vjs repre-
sents a module on the analog layout. For vertices v, vu; €
Vu, if a module M; and a module M; are connected by
a net, we add an edge (v, ij) to Eypm. As a result,
Emm can reflect the logical connections between modules.
According to (2), module input features correlate with post-
layout performance through mismatch effects. The most
significant features include the module’s device type and
spatial characteristics—specifically its coordinates (xy,, ym)
and dimensions (wp,, h,;). These spatial relationships, com-
bined with the interconnection information between modules,
directly influence module mismatches on threshold voltage
Vro,; and transconductance parameters B;. We leverage these
features to model how mismatches impact the final post-layout
performance.

Point-to-Module Connections: If a module vy, € Vy con-
nects pin access points vap,, Vap,, - .., vap, € Vap, we add the
edges (VAPI s VMk)» (VAst VMk), e (VAP[7 ka) to Epy. More
importantly, €pys bridges the gap between point-to-point and
module-to-module message passing, fusing physical and logi-
cal information. According to (3), layout affects performance
through two key aspects: 1) interconnect and 2) mismatch
parasitic effects. These aspects are inherently intertwined with
nonlinear effects. Thus, our performance estimation model
must consider how these features interact with each other. To
capture these nonlinear effects, we incorporated the connection
relationships between pin access points and modules into our
model.

C. 3DGNN-Based Classifier Network Architecture

Analog routing modeling encounters challenges with dis-
creteness, sparsity, and low resolution compared to placement.
The 2-D-based routing guidance map in GeniusRoute falls
short of offering effective solutions. By leveraging insights
from protein structure prediction, we seek to employ advanced
techniques [24] in generating analog routing guidance.

To tackle those challenges above, we present a novel and
protein-inspired 3DGNN framework that effectively incorpo-
rates the distance relationships between various pin access
points, including their connectivity to modules. A key factor
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Algorithm 1 Cost-Aware Message Passing for 3DGNN
1: procedure CAMP
2 eb < ¢¢(ex, iy vy Espo PP (IPnbimrus)): > Update

(95}

v gv (v 0 (€)):

4 ul - ¢u<u’pv—>u<vl)>;
5: end procedure

> Aggregate

> Combine

that requires particular attention is the routing resource com-
petition among pin access points from different nets. In the
expert’s routing design experience, the distance between the
pin access points and the modules will also be considered [8].
Thus, we use the distance-augmented module to augment
edges from pin access points to modules, and from pin access
points to pin access points.

Distance Augmented Module: In 3DGNN, the most impor-
tant component is the Distance Augment module, where we
embed the cost-aware distances between different nodes into
the messages between the existing nodes.

The embedding of the pin access point/module vap, /vu,
is obtained by aggregating each incoming message e;. The
message e is updated based on Eg, the set of incoming
messages pointing to the pin access point/module vap, /vy, .
The distance between v and v, can be naturally decomposed
into the horizontal distance A, the vertical distance w, and
the distance in the z-axis direction z. Furthermore, we can
naturally incorporate the routing cost in each direction into the
calculation of the distance formula, thereby obtaining a cost-
related distance function to measure the routing cost distance
between different pin access points as shown in Fig. 7(a).
Specifically, we can define the distance honoring routing cost
as follows:

dcost(Vk» Vs)
= \/ (Cil0] - his)* + (Crl1] - wi)* + (Chl2] - zks)® (9)

where Cj is the routing guidance assigned for pin access
point vk, his/wis/zrs s the distance between vi and v, along
horizontal/vertical/Z-axis direction.

Without further processing, directly embedding the dis-
tances onto the original messages may lead to a plateau
at the beginning of training as the initial network tends to
behave linearly. We avoid this by expanding the distance with
radial basis functions as in [24]. With the definition of cost-
aware distance, we can define the aggregation function used
to encode 3-D position information as in (10), which converts
the position information rj, to an embedding of distance with
radial basis functions

ppﬁe({rh}h:kavk) = lII(dCOSt(Vkv Vs))

= exp( =7 lldeos (v, v9) = 1all?).

(10)

Cost-Aware Message Passing: In 3DGNN, the proposed
cost-aware message passing is shown in Fig. 7(c) and
Algorithm 1, which can be defined as

elk =¢° (eks Vies Vs €t pp_)e({rh}h:rkUsk))

Vg — qﬁv(v,-, pe%v<85))’ul — ¢u(u, pv%u(vl>) (11)
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deost (Vk, vs)

(a)

(®)

Fig. 7.
procedure on the heterogeneous graph.

where ¢°, ¢V, and ¢" are three information update functions
on edges, pin access points/modules, and the whole graph,
respectively. pP~¢ and p'~% aggregate information between
different types of geometries. Especially, the 3-D information
in ry is converted and incorporated to update each cost-aware
message e.

In addition to the distance augmented module p”~¢, the
message transformation function ¢¢ used is

MLP(MLP(v;,) © MLP(¥ (deost (vk, v5)))) (12)

where MLP denotes a Multilayer Perception layer with
weights and bias and © denotes the element-wise
multiplication.

The aggregation function p is defined as the suma-
tion of received message p"_’v(élﬁ) = Z(eﬂ,,rk,sweélfefc' The
combination function ¢V is defined using the sum as v; +
Z(ei reseE! ei. The global feature u is updated based on

e—>vy

the final node features V7 and the function is ¢* =
T
Y MLP(Y).

Training Objectives: After L layers of cost-aware message
passing, we add a fully connected layer FC to enable the
network to predict the performance metrics corresponding
to different routing guidance and placements. The overall
prediction objective can be defined as follows:

Yov: Yemrr: YuGBs YGains INoise =foc(S1,C)  (13)
where Jov, Jomrr: YUGBs JGains and Inoise Tepresent the
predicted metrics of OV, common-mode rejection ratio, unity-
gain bandwidth, gain, and noise, respectively. We utilize the
L, Loss as the loss function for the model.

D. Routing Performance Potential Modeling and Relaxation

To realize routing guidance that minimizes the constructed
potential, we created a differentiable model to predict the
post-layout performance of the routing guidance in the target
design. The complete potential to be minimized is the sum of
the FoM results of the predicted performance and constraint
penalty.

FoM: We use the FoM to create a differentiable performance
objective function that balances various performance tar-
gets, influencing routing guidance in post-layout simulations.
Formally, the potential function associated with the post-layout
performance related to routing guidance can be defined as
follows:

V(€)= wrom - fo (4", €) + £(C) (14)

Distance Augmented
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%O\% b

Module-to-Module
Aggregation

Module-to-Point
Aggregation

Point-to-Point

Message Aggregation

(©)

Important components of our proposed 3DGNN model. (a) Routing cost distance. (b) Distance augmented module. (c) Cost-aware message passing

where wpoMm represents the weight preferences for different
metrics corresponding to a given FoM, and g(C) describes the
constraint function related to the routing guidance.

There are many relevant discussions regarding selecting
the FoM in analog design [29]. FoMs can be categorized
into uniform and nonuniform weights. Nonuniform weights
allow for flexible prioritization of design objectives like OV
and gain, enabling more realistic modeling but complicating
the optimization process. The complexity of optimizing the
performance model often leads to sacrifices in other metrics.
Thus, the nonuniform weight requires significant expertise or
iterative tuning to determine effective values. For simplicity,
we applied uniform FoM in our main experiments. We also
conducted ablation studies to evaluate the impact of FoM
selection on final post-layout performance in Section V-E.

Potential Modeling: For the constraint function g(C;), we
have employed an interior point penalty function approach,
which can be defined as follows:

3
g(Ci) =—r Z(IOg Cilj] + log(cmax — GiljD))  (15)
j=1

where r is a small positive value that ensures when x
approaches the boundary of the feasible region D, g(C;) —
00, and when x is within D, g(C;) = 0. The feasible region
D of (15) implies that the elements in the routing guidance
must be greater than or equal to 0 and less than or equal to
Cmax-

Potential Relaxation: As every term in V() is differentiable
concerning the routing guidance, given an initial set of routing
guidance Cj,;; sampled from a given distribution, we can
minimize V(C) using a gradient descent algorithm, such as
L-BFGS. We repeat the optimization multiple times with
different initializations. A pool of the Npoo1 lowest-potential
structures is maintained and once full, we initialize prejax -
Npoor of routing guidance from those with noise added to the
routing guidance. Finally, we will derive the top-Ngerive routing
guidance results with optimal potential values.

E. 3DGRU-Based Generator Network Architecture

Our approach extends the variational graph autoencoder [30]
to analog routing by introducing a suitable encoder. Deviating
from previous work GeniusRoute [15] and PARoute [21], we
interpret the integral routing guidance prediction as a link
prediction task being built from paths chosen from pin access
points of each net.
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Fig. 8.  Structure of 3DGRU-based routing guidance generator.
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Fig. 9.  Structure of gated recurrent unit.

The key advantage of this view is that the decoder can create
the routing guidance by sequentially honoring a given routing
order, rather than trying to build the routing guidance by
pin access points at once neglecting their construction depen-
dence. To connect all the nets considering design rules and
constraints, the existing router used to adopt the negotiation-
based rip-up and reroute methodology to alleviate congestion
as in [20].

We follow the net order defined in the existing router, which
is defined as follows:

Ri=a -HPWL;+ B |Pil+y - d; (16)

where R; represents the ranking score of a net n; in the queue.
HPWL,; is the half perimeter wire length of n; according to
its pins, d; is the estimated degree of symmetry if n; is a
symmetry (resp. self-symmetry) net and «, §, y are weighted
constants.

Honoring the routing order, we encode C with a graph recur-
rent message-passing network, similar to [31]. The generated
routing guidance vector m;; for each pin access point ap; is
updated as

Ci = GRU(x;, {milkeniiyj) (an

where GRU is a Gated Recurrent Unit [32] adapted for routing
guidance message passing as show in Fig. 9.

The computational process is processed in a sequential way
to capture the independence between different routing paths,
which is expressed as follows:

Sij = Z mgi, 2ijj = O'(szi + Uzsij + bz)
keN()\j
ri = o (Wxi+U'my +b")
mjj = (1 —z;) Osjj +2z;; O iy
m;; = tanh| Wx; + U Z rii © my;
keN(\i

(18)
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where W*, W’, W represent the weight of the forget, input,
and output part of the GRU unit, respectively.

Message passing adheres to a schedule where m;; is com-
puted only after all its precursor values {my; | k € N(i)\j}
have been calculated. The design of the 3DGRU structure
incorporates the generation order of the routing order in (16),
allowing the sequence dependencies to be considered when
generating routing guidance.

F. Performance-Driven Routing Guidance Generation

We introduce a variational posterior distribution g(8|Sg)
that conditions solely on the initial routing guidance distri-
bution, making it computationally efficient for simulating the
prior distribution. From this, we can derive the evidence lower
bound (ELBO) of our objective function as follows:

pcIN) }
1 ,N) =1logE ,06)————
ogp(|GH, N) = log q[p(yISH G)q(0G|9H)
> Ey[logp(yI9u. 06)] — KL(g(06IGm)Ip(@cIN))).
(19)
The generative objective can then be formulated as
Lgen(C|Gu, N) = E[IOgP(C|0G)]
—KL(p061O)llg(06IN) (20)

where KL(p(6|C)||q(0|N)) computes the Kullback—Leibler
divergence between the distributions of the original and gen-
erated routing guidance.

Next, we present the construction of p and ¢ for
optimization. Following established practices in variational
inference [33], we model the variational posterior distribution
as a Gaussian

Wo ~ N(u(u), X))

where W, is the linear layer generated by distribution g, u are
the vector representation for the heterogeneous graph Gy, and
routing guidance C. u(-) and X (-) are two MLPs. In essence,
we utilize these two learnable networks to output the mean
w(-) and variance X(-) of the distribution of W, as illustrated
in Fig. 8.

To compute the first term in (20), we employ Monte Carlo
sampling to draw K samples from g(W | G}), denoted as
{W;}[K: |- For each sampled W', we derive a routing guidance

prediction é‘i. The ELBO objective can thus be expressed as

Lepo(C. Gy N) = 14 (c, é’) — KL(C, é’)
= % iﬁ;Ld(C, él)

where L9 is a function that measures distance. For continuous

values, we typically employ the L2 distance, while for discrete

values, the cross-entropy function may be more appropriate.
For performance estimation, we define the loss function as

Leis(C) = weoM - foc (Gu, €) (23)

where wpom indicates the weight preferences for different
metrics related to a specific specification.

21

— KL(q(W | Si)lp(W | N)) (22)
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TABLE I
COMPARISON OF DIFFERENT ROUTING GUIDANCE GENERATION METHODS

‘ Method ‘ Guidance Format 3D Information Generator Discriminator ~Optimizer Optimizee Repeated Opt ‘
GeniusRoute [15] Uniform X v X X X X
PARoute [21] Non-uniform v X v L-BFGS  Individual Guidance v
PARoute2 Non-uniform v v v SGD Guidance Generator v

TABLE II
BENCHMARK CIRCUITS INFORMATION

Metrics OV] CMRR?T BW 1 Gain T Noise |
(1V) (dB) (MHz) (dB) (1Vims)
OTA1 - 155.30 108.10 37.19 213.40
OTA2 - 37.72 87.54 34.26 213.60
OTA3 - 126.60 590.00 47.50 3061.00
OTA4 - 110.50 802.10 44.20 3430.00
[ Metrics | FrequencyT(MHz) [ Power] (W) |
[0SC_ | 1736 [ 2035 ]

In each iteration, we train the routing guidance generation
model using Lgen, subsequently selecting the generated routing
guidance with L and updating the generator accordingly.
Through (20), we progress toward maxg, Leen(fpr (C | Op1), C)
in (8). In turn, (23) directs routing generation to minimize the
objectives outlined in (8).

G. Comparison With Previous Methods

Table I highlights the differences between PARoute2
and existing models for routing guidance generation.
GeniusRoute [15] adopts a uniform-grid-based guidance for-
mat and uses a generator to produce guidance. Since the
generator lacks performance-related estimation capabilities,
the routing guidance generated by GeniusRoute cannot directly
lead to performance improvements. In contrast, PARoute [21]
improves upon this by using nonuniform routing guidance
and employs a performance discriminator for optimization.
However, PARoute [21] also has a significant limitation
because it relies solely on a discriminator, requiring a complex
gradient-based L-BFGS method for optimizing each rout-
ing guidance. This necessitates multiple optimizations for
each routing guidance, involving derivative calculations that
demand substantial computational resources and time.

In contrast, PARoute2 employs an alternating optimization
approach that integrates a generative model with a
performance discriminator to produce routing guidance. The
generative model quickly generates candidate guidance, while
the performance discriminator evaluates and scores them.
Based on the scoring results, the generative model adjusts it
generation probability of high-scoring guidances via (22). This
optimization optimizes the generator as a whole instead of
optimizing each routing guidance individually.

V. EXPERIMENTS
A. Experimental Setting
We implement the proposed performance-driven analog
placement framework with Python 3.7.5 and C++. The main
part of the analog placement and routing algorithms are imple-
mented in C++ based on the MAGICAL framework [34]. The
3DGNN training and cost guide relaxation are implemented

with torch-2.0.0 [35]. All designs are in TSMC 40nm
technology, extracted for parasitics with Calibre PEX, and
simulated with Cadence Spectre.

Benchmarks: The details of the experimental benchmarks
used in this paper are described in Table II. We also add
an Oscillator (OSC) design to investigate the transferability
of our framework. We conducted experiments on four OTAs
benchmarks OTA1, OTA2, OTA3, and OTA4. OTA1 and OTA2
are 2-stage miller-compensated amplifier OTAs, as shown in
Fig. 10(a). OTA3 and OTA4 are two 2-stage telescopic OTA,
and have a more complex topology, as depicted in Fig. 10(b).

Net Weights: As mentioned in [36], different net weighting
combinations could significantly change the floor plan and
placement solutions. We thus adjust the net weights to generate
different placement results as in Table IV. Following [17], we
classify the modules within a net based on their functionality
as follows.

1) Functional Modules: first/other stage devices;

2) Common Feedback and Bias Modules: common-mode

feedback (CMFB) devices, and bias devices;

3) Compensation Modules: passive devices in the compen-

sation feedback loop, such as miller capacitance.

Based on the classification, our net weights settings consist
of the following variations: A (uniform net weights for
all modules), B (increased net weights for the functional
modules), and C (increased net weights for the compensation
modules). Due to its characteristics, the Miller-compensated
OTAs include special compensation feedback devices in the
compensation feedback loop. The Telescopic OTAs (OTA3 and
OTA4) do not contain compensation circuits, thus they only
include A/B settings.

Compared Methods: In our experiments, we compare our
PARoute framework with the following strong baselines:
1) MagicalRoute: a default router of the MAGICAL [34]
framework proposed in [20] and 2) GeniusRoute: [15].
MagicalRoute [20] incorporates industrial design rules and
analog-specific geometric and electrical constraints to enhance
the overall circuit performance. GeniusRoute [15] is the recent
work on using ML models to guide the analog routing process
with generation model VAE, which is the closest one to our
work.

Evaluation Metrics: The proposed approaches aim to
boost the ability to obtain analog circuit layouts with
optimal performance. The well-known post-layout met-
rics OV, CMRR, DC Gain (Gain), Bandwidth (BW), and
Noise and the runtime (i.e., wall-clock time) are used to
measure performance and efficiency, respectively. We use
5 hosts to collect data at the same time. We use 2000 samples
on target design with different placements and routing solu-
tions to train PARoute.
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Fig. 10. Topology description of two designs with two sizings. (a) Miller-compensated operational transconductance amplifiers (OTA1 and OTA2).

(b) Telescopic operational transconductance amplifiers (OTA3 and OTA4).

TABLE III
BENCHMARK CIRCUITS INFORMATION

[ Benchmark | #PMOS | #NMOS [ #Cap | #Res [ #Total |

OTA1 6 8 2 0 25

OTA2 6 8 2 0 25

OTA3 16 10 6 4 36

OTA4 16 10 6 4 36

OSC 3 4 4 3 14
TABLE IV

NET WEIGHTS SETTING FOR DIFFERENT BENCHMARK

Bench ‘ Net Weights ‘
OTAl-A | 1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1]
OTAI-B | [1,1,1,1,2,2,1,1,2,2,2,1,1,2,1,1,1,1,1,1,2,2,1,2, 2]
oral-C | [1,1,1,1,1,1,2,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, 1]
OTA2-A | [1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1]
OTA2-B | [1,1,1,1,2,2,1,1,2,2,2,1,1,2,1,1,1,1,1,1,2,2,1,2,2]
OTA2-C | [1,1,1,1,1,1,2,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1]
M,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, 1,
OTA3-A
1,1,1,1,1,1,1,1,1,1, 1]
2,1,1,1,1,2,2,1,1,1,2,2,2,1,1,1,2,2,2,2,2,2,2,2, 2,
OTA3-B
2,2,2,2,2,2,2,1,1,1,1]
1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, 1,
OTA4-A
1,1,1,1,1,1,1,1,1,1,1]
[211112211122211,1,222222222
OTA4-B
2,2,2,2,2,2,2,1,1,1,1]
OTA3 and OTA4 only include A/B settings, as they do not contain the

compensation modules.

B. Routing Performance

We use the default analog placer in the MAGICAL frame-
work [34] to generate different placement results for each
design. Then, we compare the performance of routing solu-
tions generated by our proposed method with other baseline
methods. To verify the results on circuit performance, we
conduct post-layout simulations. Calibre PEX is used to extract
the parasitic resistance, parasitic capacitor, and coupling
capacitance (R+C+CC). Then, the performance is evaluated
with Cadence Spectre.

0.33 %

Inference: Guided Detailed Routing

Placement

Inference: Routing Guide Generation
B Model Training

Construct Database

80.22 %

Fig. 11. Runtime breakdown of PARoute for OTA1.
l
(@) (b)
Fig. 12.  GeniusRoute and PARoute routing solutions. (a) GeniusRoute

routing solution; (b) PARoute routing solution.

Results in Table V demonstrate that our proposed PARoute
and PARoure-V2 method obtains routing solutions that
are superior to baseline methods in terms of post-layout
performance. As shown in Table V, PARoute achieves up
to 3671.00 pnV, 30.33 dB, 169.2 MHz, 38.141 dB, and
2028 wVims improvement compared to the GeniusRoute [15]
concerning OV, CMRR, BandWidth, DC Gain, and Noise.

PARoute exhibits enhanced stability when considering the
potential post-layout performance. This is especially evident
in the corner case scenario of OTA4-A, where both the
optimization-based MagicalRoute [20] and the experience-
based GeniusRoute [15] failed to improve the overall
post-layout performance. In contrast, our proposed method has
successfully identified the possibility of further improvements,
achieving an enhanced bandwidth of 169.2 MHz and a gain
of 38.14 dB.
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TABLE V
COMPARISONS BETWEEN BASELINE METHODS AND THE PROPOSED METHOD

Bench GeniusRoute [15] PARoute [21] PARoute2
OV] CMRRT BW7 Gainf Noise || OV] CMRR{ BW1T Gant Noise || OV] CMRRT BW 1 Gant Noise ]
OTAL-A | 1464 89.01 5097 3679 2254 1319 1129 51.02 3683 2260 1303 121.6 5112 3687 2250
OTA1-B 1121 85.97 48.64  36.59 2279 1031 116.3 48.65 36.62 228.0 727.2 134.7 50.00  36.94 226.0
OTA1-C | 70.61 9356  49.87 3691 2253 | 47.47 101.9 4986 3692 2254 | 1591 1172 49.88 3691 2253
OTA2-A | 7032 13.94 3436 146 4396 | 3361 2206 3568 2171 3033 | 3135 2250 3558 2215 299.40
OTA2-B | 3562 20.97 354 2087 3138 | 3135 225 3558 2215 2994 | 3446 213 3548  21.17 31050
OTA2-C 7590 39.79 37.8 33.53 264.7 7558 40.1 38.03 33.63 265.4 7539 40.2 38.03  33.65 265.0
OTA3-A | 2983 9335 2676 6066 2295 | 0.249 1107 3969 47.66 2278 | 0.250 1109 3972 47.66 2259
OTA3-B | 230.8 4694 5142 6586 1685 210.6 4697 5175 6949 1693 | 207.8 4697 4898 6850 1558
OTA4-A | 24.14 139.1 2948 6079 2448 | 0.003 1163 4640 4422 2343 0240  121.60  469.1 4528 2381
OTA4-B | 11.17 9334 3035 6078 2551 1.137 123.5 304 6078 2557 | 0.460 1279 4683 4297 2391
Average | 1967.16 6270 11234 1676 145291 | 153445  70.03 14245 2559 122211 | 1507.19 7433 15926 2936 1194.29
Ratio 1.000 1.000 1.000 1.000 1.000 0.780 1.117 1.268 1.527 0.841 0.766 1.186 1418 1.752 0.822
M Preparation & Enhanced O Inference 20 8
)
MagicalRoute [20] ‘ . &)
GeniusRoute [15] N g 10l 7.51 PARoute [21]
= —— PARoute2
PARoute [21] g =)
A~y
PARoute2 ‘ g @] 0
| I— | | | -
0 10 20 OTA1 OTA2 OTA3 OTA4
Runtime (s) Benchmarks
Fig. 13. Runtime comparison between different methods. Fig. 14.  Average peak GPU memory usage comparison across different
benchmarks.
1.2
. =3 Ous
For the PARoute2 framework, the Performance-Driven L1 = Sym
Routing Guidance generation strategy allows for higher- Ratio [ -Estimator
quality Routing Guidance with lower inference times. 0.9 B - Generator
Specifically, compared to GeniusRoute, PARoute2 achieves 08
improvements of up to 3897.00 uV, 48.73 dB, 174.3 "~ OV CMRR BW  Gain Noise
MHz, 39.20 dB, and 2053 ©Vys in terms of OV, CMRR, i ) )
Fig. 15. Comparison among different modules of the averaged result across

BandWidth, DC gain, and Noise, respectively. On average,
PARoute2 achieves a 23.4% reduction in OV, an 18.6%
increase in CMRR, a 41.8% increase in BandWidth, a
75.2% increase in DC Gain, and a 17.8% reduction in
Noise compared to GeniusRoute. In comparison to PARoute,
PARoute2 shows average improvements of 1.39%, 6.85%,
14.96%, 22.46%, and 1.91% in OV, CMRR, BandWidth, DC
Gain, and Noise, respectively.

C. Comparison With the MAGICAL Router

We not only compare our method with the learning-
based rivals but also perform a performance comparison of
our results with the post-simulation results of the default
Magical Router (MagicalRoute [20]). We analyzed the
performance gains of the Learning-based method compared
to MagicalRouter, visualized in Fig. 16. The performance
comparison reveals that learning-based methods significantly
enhanced the post-simulation performance of MagicalRoute.
While experience-based GeniusRoute achieved a notable
increase in CMRR, it failed to deliver average improvements
in Bandwidth and Noise metrics. In contrast, PARoute and
PARoute2, guided by post-simulation performance, demon-
strated substantial enhancements across all four metrics.

all benchmarks, including OV, CMRR, Bandwidth, DC gain, and Noise.

D. Runtime and Computing Resource Comparison

Fig. 13 plots the runtime breakdown of our proposed
method on OTAI designs. The most consuming part is
the model training part, which takes 80.22% of the total
runtime. Furthermore, it takes 3.71% of the total time for
the routing cost generation, which includes feature extrac-
tion, inference, and potential relaxation. Even though the
average runtime of our proposed approach is 7.48x slower
than MagicalRoute [20], it is nearly 2.29x faster than
GeniusRoute [37] due to the simplified 3-D graph structure.

As for PARoute2, we have replaced the time-consuming
performance relaxation process with a performance-driven
routing guidance generation process. PARoute2 has achieved
better runtime results than PARoute, as shown in Fig. 13. The
model generation speed in PARoute2 is 2.453x faster than
the original Relaxation process on average. This results in
an overall inference time where PARoute2’s inference speed
is nearly 1.545x faster than PARoute. We also compare the
average peak GPU memory corresponding to two different
routing guidance generation methods, as shown in Fig. 14. We
measured the peak GPU memory usage and then calculated
the average result for each design. The results indicate that
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TABLE VI
COMPARISONS BETWEEN DIFFERENT TYPES OF FOM

Bench Unifrom FoM [-1, 1, 1, 1, -1] Non-uniform FoM-1 [-3, -3, 3, 1, -1] Non-uniform FoM-2 [-1, -1, 1, 3, -3]
OVl CMRRT BWT Gaint Noise/| OV CMRR{ BW*T Gaint Noisel!| OVl CMRRT BWT Gaint Noise |
OTA1-A | 1303.00 121.60 51.12 36.87 225.00 | 1291.00 109.90 51.03 36.88 225.10 | 1489.00 135.80 50.16 36.98 226.00
OTA1-B | 727.20 134.70 50.00 3694  226.00 | 675.60 88.47 51.26  37.07 22440 | 83142 135.80 50.16 3698  226.00
OTA1-C | 1591 117.20 49.88 3691  2253.00 4.76 107.70 49.88  36.92 22540 20.46 114.30 4985 3692 22540
OTA2-A | 3135.00 22.50 35.58 22.15 299.40 | 2107.00 17.57 35.66 23.41 365.80 | 3217.00 30.92 36.49 29.02 270.10
OTA2-B | 3446.00 21.30 35.48 21.17 310.50 | 2456.00 25.54 36.21 26.85 286.80 | 4191.00 21.85 34.74 21.62 306.20
OTA2-C | 7539.00 40.20 38.03  33.65 265.00 | 6999.80 33.86 3726  30.82  270.30 | 8531.00 40.23 38.03 33.67 26530
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Fig. 16. Post-layout performance improvement compared with Magical Router [20]. (a) OV. (b) CMRR. (c¢) Bandwidth. (d) DC gain.

PARoute2 offers substantial GPU memory savings across all
benchmarks compared to the previous solution, achieving an
average of 15.54 GB GPU memory reduction.

E. Ablation Study

Effectiveness of Different Modules: To verify the effec-
tiveness of the symmetry constraints (-Sym), the GNN-based
performance estimator (-Estimator), and the GRU-based rout-
ing guidance generator (-Generator), we conduct ablation
studies as shown in Fig. 15. We can observe that, without
any of them, the obtained performance drops by a substan-
tial margin, demonstrating the effectiveness of all of them.
Additionally, we can observe that the Symmetry and Estimator
contribute the most to the overall performance. It is worth
mentioning that the Generator module also has a significant
impact on the final performance results.

The Selection of Different FoMs: To further investigate the
impact of different forms of FoM on the final performance,
we compared the effects of different FoM types on the
outcomes, including a uniform FoM and two nonuniform
FoMs. As shown in Table VI, although the nonuniform FoM
improves the specified preferred metrics, this enhancement
often results in a decline in one or more other metrics. From
the experimental results, this tradeoff is often complex and
nonlinear. This implies that expert experience and effective

FoM adjustments can further enhance the final post-simulation
performance.

F. Discussion About Limitation on Transferability

In this section, we explore the limitations of the proposed
performance-driven framework in terms of its transferability.
Specifically, the varying performance metrics across different
circuits pose significant challenges to the performance model’s
predictions. As shown in Table VII, we experimented with
different transfer settings: varying sizing, topologies, and
designs. For the different design settings, we extracted the
weights of the pretrained model of the OTA1 design and fine-
tuned the last layer of the model on the collected OSC data
with 20 samples.

Under varying sizing and topology, the performance model
often provides accurate predictions. However, when consid-
ering different designs, the performance model’s predictions
tend to exhibit substantial deviations. This limitation makes it
difficult for our current framework to be directly transferred
to other designs. A performance model capable of cross-
design transferability would further enhance the framework’s
transferability.
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TABLE VII
COMPARISONS BETWEEN DIFFERENT TRANSFER SETTINGS FOR
PERFORMANCE MODEL PREDICTION.
(THE MSE Is MEASURED USING NORMALIZED RESULTS)

Transfer Setting Design Metrics MSE|
oV 0.6645
CMRR 1.1766
Different Sizing OTA1 — OTA2 BW 0.0157
Gain 0.0004
Noise 0.0001
oV 0.6157
CMRR 1.3797
Different Topology | OTA1 — OTA3 BW 0.0335
Gain 0.0484
Noise 0.0182
e . Frequency 3.32E+20
Different Design OTAl — OSC Power 9.90E+02

VI. CONCLUSION

In this article, we present a new paradigm in analog IC
routing, which learns routing guidance from solutions by an
automatic routing engine. Our approach, PARoute2, combines
nonuniform routing guidance generation and guided analog
detailed routing. To address the key issue of generating effec-
tive guidance, we propose to model the performance potential
and derive optimized routing guides. We further propose to
perform routing guidance generation tasks using minimal GPU
resources while achieving faster speeds. Experimental results
show that our framework significantly improved multiple post-

layout simulation metrics.

Several promising directions can

be considered. One important direction is to migrate the
performance models across different types of analog circuits
or technology nodes, thus we can improve the generalizability
of the performance-driven routing to a wider range of circuit

types.
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